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Abstract—This article proposes a distributed architecture
designed for management of crisis situations were uttiple

actors are involved from various organizations with
different competences and communicating over IP-basi

networks including wireless devices. In such settgs

requirements exist for secure communication and trsted

collection of data from various sources. The rolefagents in
the proposed architecture is primarily coordinated
collection of information. In respect to requiremers the

overall agent infrastructure must be a secure, robst and

fail resistant system. Required level of trust foragents is
based on a special hardware module which providesusted

computing functionality. In the article we describe such

architecture in terms of detailed requirements, deign and

decomposition to subsystems. We also provide a sal@p
scenario use case inspired by concrete crisis sitian. The

architecture herein described is being used in scepof an
EU integrated project called Secricom therefore we itefly

describe the integration points with other systemsnvolved

in the project. We conclude with current state of he

architecture implementation and with further plans

concerning the development of the described architture.

. INTRODUCTION

One of the challenging demands of the communicatio

infrastructures for nowadays crisis management iadd
new smart functions to existing services which wlou
make the communication more effective and helpdul f

users. Smart functions are aimed to be provided b
distributed IT systems which should provide a secur

distributed paradigm to achieve confidentiality axmtess
to resources. Such infrastructure should furthewige a
smart negotiating system for
independent handling of access requests to achipid
reaction. By fulfilling the above stated goals avpsive
and trusted communication infrastructure satisfythg
requirements of crisis management authorities @ady

parameterization an

of information is enacted either from legacy systeon
from human end-users through mobile devices byeglid
dialog. Herein we present the requirements analysis
design, and system decomposition of a distributed
architecture which would fulfill all the above sgoals.
Further we suppose that the communication infraire

is IP-based.

We decided to design and implement such architectur
using agent paradigm. The distributed agent-based
infrastructure is designed as a collection of saftv
services with agent-like features (such as codeilitypb
which would execute in a secure and trusted manner.
Agent technology was selected due to the abilitfutfil
such requirements through support of mobile and
dynamically deployable executable code. Other
advantages of agent-based systems are that thelyegan
overcoming temporal or longer term communication
network failures, save network bandwidth by being
executed remotely and deliver only the executicults,
provide means to execute code on remote host piafo
in a trusted and secure manner or deploy code sh ho
platforms on demand. The role of agents in the
architecture is primarily coordinated collection of
information. The gathering of information is enaktte
ﬁither from legacy systems or from human end-users

rough mobile devices by guided dialog. In respect

| requirements the overall agent infrastructure nhesta

secure, robust and fail resistant system. Becaakaity
gnd authenticity of gathered information is a kagstér for

ecision making in crisis management trust mussdte
between agents and third party information systekisn
agents must trust the host platform providers -oternsites

hich provide the computational environment for ritige

equired level of trust for agents is based on ecigp
hardware module which provides trusted computing
functionality.

This article is written as follows: the next sentideals

for immediate application could be introduced. MoreWith analysis of requirements and security consitiens

concretely in crisis situations requirements etastollect
information from legacy systems of various orgatiiaes
and from human operators in order to semi-autoraitic
manage the crisis mitigation process or enact esEon
various management levels. This collection of infation
must be enacted in a secure manner while ensutist t
between both parties — information consumers a agel
information providers. In a crisis situation mangtaas
participate where the competences between allgsaatie
explicitly defined in a crisis mitigation plan. Thathering

of the proposed architecture. The third sectiorcriless
the proposed architecture with decomposition
subsystems and envisaged core agents. The foeutisrs
describes a sample scenario which is used as remeg
scenario for the infrastructure implementation. The
architecture herein described is being integratedcbpe

of an EU integrated project called Secricom. Traeethe
fifth section introduces the Secricom project ame t
integration points of the proposed architecturehwaither
systems involved in the project such as the PTuishPro

to



Talk system, SDM - Secure Docking Module or MBR-

Multi Barrier Router. The last section concludes #hnticle
as well as presents our current achievements aatb pl
concerning the implementation of the
architecture.

. REQUIREMENTS ANDSECURITY CONSIDERATIONS

In order to define concrete security requiremeotofir
architecture we sketch the basic infrastructureviich
agents will operate (Figure 1):
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Figure 1. Infrastructure and Host Platform Provéderthe
Distributed Agent-based Architecture.

The home platform for agents is a network of Trdiste
Servers (TS). According to [1] the platform fromiatan
agent originates is referred to as the home platf@end
normally is the most trusted environment for annage
This is also true for our agents — the network 8fi$ a
managed set of systems with defined security msieind
possibly managed by a central authority. From agents
are delegated to host platforms to gather data a
information. Agents are mainly executed on remagss
which provide the computational environment in whic
agents operate. We will refer to these sites atost
platforms (or agent platforms).

The features of agents encompass several chosen
attributes: code mobility (without execution stategbility
to move code to different platforms and executeethe

proposedwithin the project we do not plan to support ex@gut

state mobility (as there is no such requirementiprromy

— ability to autonomously deliver gathered datane or
several optional destinations; reactivity — in socases
agents will perceive the context in which they epernd
react to it appropriately (e.g. agents can monitor
availability of some resource and notify the redqogs

Since agents collect information which is ofterhagh
sensitivity, confidentiality and security, while @te same
time requirements for action or decision tracegbdiist,
agents must be provided with a secure, trustecatiasgted
execution environment. In the following we identifiain
agent-related security threats. A detailed expianabf
generic mobile agent security aspects is discuss¢d].
Generally, four threat categories are identifiedyeAt
platform attacking an agent, Agent attacking annage
platform, Agent attacking another agent on the tgen
platform and other entities attacking the agentesys The
last category covers the cases of an agent attackin
agent on another agent platform, and of an agatfiopin
attacking another platform, since these attacks are
primarily focused on the communications capabiitghe
platform to exploit potential vulnerabilities. Thiast
category also includes more conventional attacksnay
the underlying operating system of the agent platfo

A. TheHost Platform Attacking the Agent

The main threat for agents in foreign execution
environment of host platforms is the “malicious thos
problem”. This is one of the main problems in theess of
“an agent platform attacking an agent‘. Simple
explanation of “malicious host problem” is provided
in [2]: “Once an agent has arrived at a hostelitthn be
done to stop the host from treating the agent &keis”.
Therefore, the main requirements from the agerd-aie
laid out in respect to the “malicious host problem”
Concrete security requirements of agents in redpettte
host platform are as follows: isolated execution
environment for agent execution — not only virtual
isolated execution environment but dedicated iedlat
hardware preferred; means to attest the platfoqmired
in order to detect if the host platform is in tedtstate;
and protected storage for credential data (sucRKds
secret key).

=) The Agent Attacking the Host Platform

There are also threats stemming from an agentkattac
an agent host platform. Therefore reversely a host
platform has also requirements in respect to ag&hisse
requirements are more evident when provided inecdnt

In general, any party which wishes to join theOf HPPs security requirements:

implemented architecture and to provide informafiam

1. HPPs do not want to install and execute anyreate

their legacy systems or users must introduce a hosgpplication on their systems in line with theirastgic

platform for agents. We refer to such parties astHo

Platform Providers (HPP). From end-user requirement

the following HPPs were identified (Figure 1): Resm®
Providers — hospitals, fire brigade, police, warees or
any other entities which can play a role in theigation
of crisis situation; Command Centers — mobile (ndicja
centers which coordinate locally the incident sibd
General Command Center and Operators — usuallyeldca
in one place or at least tightly interconnected.

legacy applications.

2. HPPs prefer to have a dedicated and isolatddrays
for agent system which would connect to their Iggac
system in a secure predefined way.

3. HPPs want to be able to control what (data),nwhe
and by who (traceability) is provided to agents.



4. HPPs want to be able to configure set of apidioa
executable on their side. Agents must be therefadited
and verified thus mediate trust to executable agedé.

The agent platform has the following security
requirements in respect to agents: isolated ex@tuti------__,
environment for agent execution - agents must be &
executed in isolated environment (isolated hardware
preferred), so an agent can not harm legacy systems
means to monitor and trace agents activity; andnsi¢a ¢
configure the set of agents executable on the hosi ﬁ
platform. In order to track agents, any agent ie th ———__ B —
platform must be cryptographically signed. Only rage ’ - User
signed with trusted authority and assigned to $edec
category will be trusted by a host system. Ageeisdnto
send signed messages to Trusted Servers.

(Un

trusted)
Server 1

Trustworthy
Agent  Public Register of U:Sn; Adthority

C. TheAgent Attacking another Agent ik Bree | fore Sove
It is required that any agent which will be usedhie Figure 2. Distributed architecture designed for agement of
system will need to be audited and certified byeatrl crisis situations.

authority. In turn every host platform will be canfred to

execute only agents which are certified. These two . I
security policies should ensure that malicious tyenill ~ Process starts with the specification of a problanthe
not be deployed into the infrastructure. Only aabteof form of dialog. Further an agent specifies the nsesious

the set security policies might lead to potentigdrs-to- problems which were fe.“@'e“?d b_y the crises situatio
agent security Brllsl?( 9 P g Based on the type of crisis situation and on ttgore

h hould b di . where the crisis has occurred appropriate actioms a
_ Moreover, each agent should be executed in avelti jniiiated for each crisis situation type. The systavill
isolated virtual environment with limited accessitda of

semi-automatically generate plausible generic plahs
other parallel executed agents on the same hdirpie possible solutions (mitigation plans) of identified

o : roblems. In the next step the specification oftextwill
D. Other Eht't'eSAttaCk' ng the Agent System _ Ee enacted in order to bg able Ft)o generate thdregrts
Agents will also connect to legacy systems (thiadty  of the crisis situation. Relevant resource prowdeill be
software). Therefore a risk of an agent being kéddy a  identified in the central database based on cdntira
legacy system but also vice versa — the risk @lchihg generated in the previous step. Agents which afe tab
legacy system by an agent also exists. The hosopt®s  query selected servers will be selected from thenig
will need to provide some kind of connection todeg base. Information about available capacities obuese
systems. We explicitly presume that this will beeawork  providers will be retrieved and sent back to céritested
Connectlon._ On_ any network connection _there_ IS aRerver base. The System will then generate a da']p[a;n
eavesdropping risk. Therefore another requiremémtiw  of crisis situation resolution based on the reibv
arises from agents to the host platform is secuvtepted  disposable resource capacities. The last stepeisuéirn
connection to legacy systems. Physical security 0bfprepared plan for the concrete crisis situation.
network connection can be achieved either by dirabte In order to fulfill the architectural requiremersst the
connection of the host platform with legacy systenby jnfrastructure was decomposed into subsystems. eThes
managed network security (managed switch with well oy qtems are related and will cooperate togétheugh
defined security policies). The data transport sgcwill defined interfaces. The list of all subsystemsristhie

be achieved primarily through encryption. Table I
Il ARCHITECTURE TABLE I.
In this section we present a distributed architectu SUBSYSTEMS OF THEARCHITECTURE
designed for management of crisis situations wer Subsystem Basic description and functionality

multiple actors are involved from various orgarizas o The core agent platform.

- . . . Distributed Secure . .
with different competences and communicating ower | Agent Platform Will provide means for agent
based networks including wireless. (DSAP) deployment, execution, migration and

. . . . . communication.
The architecture (Figure 2) is designed for mobile Based on the plan collected from users
services with agent-like features (mob|I_|ty, prapaty) g[’%cseie"r/'na“;aesmem will generate a plan of activities.
which would execute on secure devices. In gener Y (PMS) Executes the plan.

consists of interconnected trusted (TS) and urddust Database of system users, agents and

Agent Repository

servers (US). TS carry out the following tasksisty of (AR) their certificates.
services, users and modules, public encryption, ks Subic Ke zg’rf_‘]f_izg fg(r::ciedg?:‘!ggt'cgnagfgtse'nts

H H : unh 1T | verim | y
agent base (base of mobile code) Hor _generic sgcur Infrastruct{”e (PKI) | users and resources. 9
pOIItICS. Each agent has features and “abilitiesfich are Resource Inquire Will provide information which system to

used for the enactment of certain processes. System (RIS) query for specific information.
The enactment of processes is inspired by the dome

of management of crisis situations in which collattof
information from multiple systems is required. Tweole




The purpose of the Distributed Secure Agent Platfor
(DSAP) is to provide an execution environment for

different types of agents. The main aim of Process
Management Subsystem (PMS) is execution of prosesse

and coordination of involved agents in the emergesls
situation. The plan scenario for each type of srisi
situation will need to be pre-prepared in form of a
abstract process. The exact execution of such iplaa
concrete situation will depend on the context @ ¢thisis
situation. The agents available within the heremppsed
infrastructure have to be stored on Trusted Serfrs
which they can be requested for deployment oniteaf
HPPs — this functionality is encompassed withinAlent
Registry (AR). Public Key Infrastructure (PKI) willow
certifying, and subsequently verifying, all the et
deployed in the infrastructure. Agents will requiraving
information about the information sources which ¢en
queried in order to retrieve information about rese
availabilities. Resource Inquire System (RIS) pilbvide
an interface which will provide such capability.

Additionally there is a set of core agents whiclke ar
required in order to ensure functionalities of the
architecture. List of agents including their brief
functionality description is in the Table 2:

TABLE Il
COREAGENTS USED IN THEARCHITECTURE

Functionality
IDA agents will need to connect to legac
information systems of third parties to
retrieve information about available
resource capacities
Will communicate with users in a form o
guided dialog through electronic device
Will include authentication and interface
to authorization of the user.
An agent able to configure IP devices
such as routers.

Agent

Information Delivery
Agents (IDA)

User Communication
Agent (UCA)

IP Agent (IPA)

IV. SAMPLE SCENARIO

Herein we present a sample scenario in whicrgu

coordinated information collection using agentsetak
place. The presented scenario is not a typicaliscris

scenario were emergency responders are involved b

demonstrates all the important and useful abilitids
agents in such distributed settings.

The schema on the Figure 3 depicts an imaginar

epidemic crisis scenario: A country has a suddse i
number of people sick from an epidemic flu. There a
many infected people and others are suspected sicke
soon. The organization responsible for mitigatioh o
epidemic is UVZ. Personally a Chief Officer (CO\AYZ

is responsible for such situations. CO decides b s
warning level to 5. As part of this warning levevVD
needs to make sure that there are sufficient spulf

14 Input Dt

4. Send Agent

[SHR Warehouse]

15, Info about Shipments
elc.

12 Order 1o distribute
Tamiflu

27 ioabout

18. Infa about ‘Shipment

Officer 2
[SHR]

Chief Officer
uvz)

8. Ask RUVZ about number of Tamilu nesded
ResourceQuery: GET InStock RESOURCE Tamiflu
List of RUVZ (TDS addresses)

Result to PMS(X Y Z.Q:1234)

use data

6. Provide all RUVZ
wareho

Legacy DB
RUVZ{

RIS
Legacy DB
Ruvzz

10. Send Signed Query Response.

RUVZ1: InStock = 3000 b 50
RUVZ2: InStock = 1000 "
RUVZ3: InStock = 2000

Legacy DB
RUVZ3

Figure 3. Schema of a sample crisis scenario.

redirects this information to CO at UVZ. Concretieps of
the scenario are the following:

1. CO initiates a new Crisis Situation in the UCgeu
interface, where CO opens the UCA and selectsidtrit
Crisis Scenario” of type “DiseaseEpidemic” and sets
“Level” to value 5.

2. PMS is informed about new crisis. PMS checks if
request is signed and whether CO is trusted andidiats
to initiate the mitigation. After confirmation i®sd back
to CO's UCA, possible (pre-prepared) mitigation ngla
and list of qualified responsible persons (offic@%-03)
is generated.

3. CO selects the right mitigation plan and decittes
ask O2 to supervise this process. The process tkisn
stage in an abstract format, i.e. details are ootretized.

4. PMS informs O2’'s UCA that he is responsible for
pervising the process. He is also asked to ctirerihe
process, in this case by specifying “DrugName” and
L\(acPerlOOO” properties.

5. O2 accepts to supervise the process and spcifie
required properties.

6. PMS is informed about “DrugName”. PMS needs to
?{nd out who is able to supply “DrugName” resource.
PMS contacts RIS with a query to provide all suggliof
“DrugName” resource.

7. RIS replies with a list of RUVZ.

8. PMS now can query all RUVZ for availability of
resource called “Tamiflu”. PMS formulates the quand
sends List of RUVZ and where to send the resuler@is
send to AR (AgentRepository). Also deadline forutes

vaccines in regional UVZ branches (RUVZ). Suchdelivery is specified.

information must be retrieved from legacy systenfis o

each RUVZ. CO must delegate this information cadilbec
to an officer at another organization called SHR)(O
After the officer at SHR finds out about the suppliat
individual RUVZ he needs to delegate the task o
distributing additional sufficient amount of vacesto an
Officer at SHR Warehouse. Information
complement shipments of vaccines to RUVZ is sent b
SHR Warehouse Officer directly to SHR Officer which

about

9. AR must select an appropriate agent (of IDA }ype
for each RUVZ because each RUVZ might have differen
legacy systems. AR sends out agents to collecvaste

ata. Agents are deployed to each resource provider
RUVZ in this case).

10. Agents send back their response to query.
y



11. Data are collected by PMS and after deadlineise capabilities. SDM establishes trust on the hostfqria
consolidated form to O2. O2 reviews the data where where agents are being executed — called Truste#imp
can see current stock amounts at each RUVZ warehous Station (TDS). A trusted state is a specific sofeva

12. 02 creates order to distribute missing drugs t§onfiguration. This software configuration is mesliby
RUVZ. This will be a request for resources to beusing a Trusted Platform Module (TPM). A TPM is a
ordered/delivered. Request is send through PMS tgPecial security chip which provides amongst other
Officer at SHR Warehouse. O2 is able to specify ¢agh functlonalltles_ the protec’ged capablllt.y of measgrihe
region should be equipped with 100 vaccines pe,omosoftware configuration of its host device. A TPMshbe

people. Based on information about population gfames
vaccine numbers are computed order is created.

13. PMS requests AR to send OrderAgents to th
officer. At SHR Warehouse.

14. ShipmentAgent is sent out to each RUVZ.

15. ShipmentAgent informs PMS about the status ofi

deliveries.
16. PMS informs O2 about status of deliveries.
17. O2 informs PMS about process status.
18. PMS informs CO about process status.
Please note that

in this scenario communication

present in the TDS. The combination of a SDM and a
TDS is called a Secure Docking Station (SDS) asveho
gn the Figure 4.

Establish
Trusted State

W1

; Secure Docking Module Trusted Docking Station é
Secure Docking Station
Figure 4. Schema of how SDM, TPM, TDS and SDS eelat

SAl uses SDS deployed in a physical proximity af th

between users is proposed to be done using UCAer USiegacy information system, preferably in the sament

Communication Agents.

€nd acts as a secured and trusted extension of the

with users either through computer or through aifeob gecricom infrastructure. SAI executed in SDS elatis

device. UCA collects information from a user thrbug
sequence of simple forms. UCA summarizes the for
results and sends it to PMS for further processirte
IDA — Information Delivery Agent is used for retviag
information from legacy systems. There might béedént
types of IDA suitable for different legacy systerob
various resource providers. There are also othentag
used in the scenario such as OrderAgent
ShipmentAgent — which are specific purpose agéits.
only agent not mentioned in this scenario is th&dgent —
this agent is intended to configure routers or oHwive

configurable IP devices. IPA can semi—automaticall)):

configure the network according to current needhaf
crisis responders. For example in our sample sicens
could use IPA to prioritise the communication betwe
the officers at UVZ and SHR.

V. INTEGRATIONWITH OTHER SYSTEMS

The architecture herein described is being used ials
scope of an EU integrated project called Secric8in [
The implementation of the architecture in the bjis
called Secure Agent Infrastructure (SAl). SAI seltbe
timely delivery of relevant information, obtains eth
information about available resources (materidiuoman)
and helps the authorities manage the distributiosuch
resources. SAl also communicates with
information systems operated by agencies andiitistits
involved in the crisis resolution. There are selveyatems
to which SAl gets connected. Concretely we describ
integration with SDM - Secure Docking Module, PTT -
Push To Talk system and MBR-Multi Barrier Router
systems.

In order to overcome threats described in sectlon |
agents require safe secured place to store crygypbigr
credentials (PKI secret keys) and provide intedate
retrieve these keys, ways to attested platformaoigeeon
a host platform which is in a trusted state) anolviole
interface to safely communicate with legacy systefils
these functionalities are provided by a hardwarelute
called Secure Docking Module (SDM) [5, 6]: SDM is a
key storage device with local attestation and ieaiion

the exposure of the legacy IS to the outside warld

Millows the operator of the legacy IS to have irsedarust

in the information consuming party. SAI can proctss
information received from the legacy IS while canggy

the network bandwidth, limiting possible exposurke o
sensitive data — sending back the results only and
continuing data processing even if the connectmthe

Obutside world is intermittent. More information abo

these technologies can be found in [5, 6].

Secricom PTT (Push To Talk) is a client-server
ommunication system using IP protocol and is dmyexd

by a Slovak company Ardaco [7]. PTT optimizes and
protects the way teams of people communicate withou
being concerned about misuse of information. Rdgssd
of communication endpoint (mobile, laptop or hardjhe
the communication is secure and safe. SAl conntects
PTT servers in order to communicate with users.
Concretely UCA agent is being integrated with PTT
through implementation of simple forms. PTT takasec
of delivering and displaying the forms on the uskle,
while UCA is responsible for the form processingrras
are being automatically generated by PMS during run
time in accordance to overall process status andegs
configuration. Integration of UCA with PTT adds &m
flexible way of data collection and user commurnarato

legacySecricom infrastructure.

The Secricom Multi Bearer Router (MBR) is a modular
router development platform and is developed byka U
Based company QinetiQ [8]. MBR provides one of the
core Secricom platforms and delivers the IPv6 nstwo
enabling overlay. It provides seamless, ad-hocterehd
connectivity between various legacy and emerging ne
generation, static and mobile bearers, networks v
access devices. SAl integrates with MBR using #a |
agent. MBR must be equipped with SDS in order to
provide trusted and attested execution environnfient
agents. IPA agent is able to configure differemperties
of network such as communication prioritization or
bandwidth control between different bearers.
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We have decomposed the proposed agent architecture
subsystems and identified several core agents tsdetin
an architecture implementation. A sample scenars w
described, which demonstrates the possible use
individual agents in case of a crisis in a distrdou IP-
based communication infrastructure. Lastly we dbedr
the use of the proposed architecture in scope OEln
integrated project called Secricom.

Currently the proposed architecture is bein
implemented in Java [10] using a Jini [11] service
technology framework. All the subsystems identifiad
Table | are implemented and are in pre-prototypgsion.
There are also core agents (Table Il) implementadl a
deployed in the system. Currently integration wirkn
progress with SDM, PTT and MBR systems as described]
in section V.

Our overall goal is to provide full prototype
implementation of the proposed framework. We believ g
that besides crisis management there are many other
application domains where trusted code executiongus
agents is appropriate to use and where the proposenl
distributed agent-based architecture would suit.wethe  [g]
future we plan to identify other suitable probleonthins  [9]
for our architecture and customize the system && im  [10]
other challenging distributed infrastructures. [11]
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